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Abstract
Uniform sets and super-stationary sets over the binary alphabet have been extensively studied. In this paper, they are generalized to general alphabets. We generalize the fact that any uniform set contains a super-stationary set so that any uniform complexity is realized by a super-stationary set. This gives a formula to calculate the uniform complexity functions. We also give characterizations of the class of super-stationary sets in general settings in two somewhat different ways than in the binary case. Super-stationary sets are considered as phenomena which are independent of the time scale, but sensitive only to the direction of time, or dependent just on the order of events in time series. Hence, characterizations of super-stationary sets give insights into what is time, what looks like a history without description of time duration, or what remain meaningful after we lose quantitative sense of time.

1 Introduction

Uniform sets and super-stationary sets over a binary alphabet have been extensively studied. In the present paper we investigate these notions in the context of arbitrary finite alphabets. In some cases, earlier results in the binary case extend naturally to this more general setting and our proofs in the present paper, while more general, are simpler than those previously used in the binary case. For instance, as a direct application of the infinite Ramsey Theorem, we prove that every uniform set contains a super-stationary set. This implies that every uniform complexity may be realized by a super-stationary set, and in turn provides a formula for computing uniform complexity functions. In other cases, results in the binary case do not extend to larger alphabets (see, for instance, Theorem 2). Nevertheless we obtain two different characterizations of super-stationary sets (see Theorem 5 and 6) one of which is in the same spirit of Theorem 2.
Let \( A \) be a nonempty finite set called an alphabet. Elements of \( A \) are called letters. We always assume that \( A \) has at least 2 letters if not mentioned otherwise. For a nonempty closed subset \( \Omega \) of \( A^N \), where \( N = \{ 0, 1, 2, \cdots \} \), let \( p_\Omega(S) := \# \Omega[S] \) be the complexity function depending on the finite sets \( S \subset N \), where \( \# \) denotes the number of elements in a set and 
\[
\Omega[S] := \{ \omega(s_1)\omega(s_2)\cdots\omega(s_k) \in A^k; \ \omega \in \Omega \},
\]
with \( S = \{ s_1 < s_2 < \cdots < s_k \} \). (Note that \( p_\Omega(\emptyset) = 1 \) if \( \Omega \neq \emptyset \).) The maximal pattern complexity function \( p^*_\Omega(k) \) defined on \( k = 0, 1, 2, \cdots \) is the maximum of \( p_\Omega(S) \) among the sets \( S \subset N \) with \( \# S = k \).

We call \( \Omega \) a uniform set if \( p_\Omega(S) \) depends only on \( \# S = k \) and the complexity function \( p^*_\Omega(k) := p_\Omega(S) \) as a function of \( k = 0, 1, 2, \cdots \) is called the uniform complexity function of \( \Omega \). In this case, \( p_\Omega(k) = p^*_\Omega(k) \) holds for \( k = 0, 1, 2, \cdots \).

Note that the definitions of complexity, maximal pattern complexity, uniform set and uniform complexity can be applicable for a general infinite index set \( \Sigma \) in place of \( N \), replacing \( \Omega[S] \) by the restriction \( \Omega|S \) of \( \Omega \subset A^\Sigma \) to a finite set \( S \subset \Sigma \). The class of uniform complexity functions remains unchanged by this generalization.

For an infinite set \( \mathcal{N} = \{ N_0 < N_1 < N_2 < \cdots \} \subset N \), \( \omega \in A^N \) and \( \Omega \subset A^N \), define \( \omega[\mathcal{N}] \in A^N \) and \( \Omega[\mathcal{N}] \subset A^N \) by 
\[
\omega[\mathcal{N}](n) := \omega(N_n) \ (n \in N)
\]
and 
\[
\Omega[\mathcal{N}] := \{ \omega[\mathcal{N}] \in A^N; \ \omega \in \Omega \}.
\]
We call \( \Omega \) a super-stationary set if \( \Omega[\mathcal{N}] = \Omega \) holds for any infinite subset \( \mathcal{N} \) of \( N \). It is clear that a super-stationary set is a uniform set.

Uniform sets and super-stationary sets over the binary alphabet were introduced and studied in connection with problems in symbolic dynamics [2-7, 10, 11]. Uniform sets are related to strategies to maximize the number of partitions obtained by piling a fixed number of congruent sets in a space. If it is attained by taking these sets arbitrary from a family (say, \( \Sigma \)) of congruent sets, this family is called an optimal position. In this case, the partition generated by the sets in \( \Sigma \) constitutes a uniform set by collecting the names in \( \{ 0, 1 \}^\Sigma \) of its elements. In particular, the orbit closures of recurrent pattern Sturmian words have optimal positions, and hence, uniform sets are related to them. So far, two different types of recurrent pattern Sturmian words are known; rotation words and Toeplitz words. The uniform sets related to them have different primitive factors, that is, the isomorphic classes of the super-stationary sets contained in them are different (Example 3). Thus, primitive factors are used to distinct dynamical systems.

An element \( \omega \in A^N \) is called an infinite word; we regard \( \omega \) both as a mapping from \( N \) to \( A \) as well as an infinite sequence \( \omega(0)\omega(1)\omega(2)\cdots \) of
letters in $A$. On the other hand, an element $\xi$ in $A^* := \bigcup_{k=0}^{\infty} A^k$ is called a finite word and represented as a finite sequence $\xi_1 \xi_2 \cdots \xi_k$ of letters in $A$, where $k$ is such that $\xi \in A^k$, which is called the length of $\xi$ and is denoted by $|\xi|$. We also denote $A^+ = \bigcup_{k=1}^{\infty} A^k = A^* \setminus \{\epsilon\}$, where $\epsilon$ is the empty word.

The concatenation $\xi \eta$ or $\xi \omega$ of $\xi, \eta \in A^*$ with $\eta \in A^*$ or $\omega \in A^N$ is defined as the finite or infinite word $\xi_1 \cdots \xi_k \eta_1 \cdots \eta_l$ or $\xi_1 \cdots \xi_k \omega(0) \omega(1) \omega(2) \cdots$, respectively with $k = |\xi|$ and $l = |\eta|$. In this case, $\xi$ is called a prefix of $\xi \eta$ or $\xi \omega$, while $\eta$ is called a suffix of $\xi \eta$.

For $\xi = \xi_1 \xi_2 \cdots \xi_k \in A^*$, $\eta = \eta_1 \eta_2 \cdots \eta_l \in A^*$ with $0 \leq k \leq l$ and $\omega \in A^N$, $\xi$ is called a super-subword of $\eta$ or $\omega$ if there exists $S = \{s_1 < s_2 < \cdots < s_k\}$ which is a subset of $\{1, 2, \cdots, l\}$ or $N$, respectively, such that $\xi = \eta[S] := \eta_{s_1} \eta_{s_2} \cdots \eta_{s_k}$ or $\xi = \omega[S] := \omega(s_1) \omega(s_2) \cdots \omega(s_k)$. We denote

$$\xi \preccurlyeq \eta \quad \text{or} \quad \xi \preccurlyeq \omega$$

if $\xi$ is a super-subword of $\eta$ or $\omega$, respectively.

A set $\Xi \subset A^*$ is called noncomparable if for all pairs of distinct words $\xi, \eta \in \Xi$, one has $\xi \ll \eta$ does not hold, or equivalently, for all words $\xi, \eta \in \Xi$, one has $\xi \ll \eta$ implies $\xi = \eta$. For a set $\Xi \subset A^*$, we denote by $\Xi_{min}$ the set of all minimal words in $\Xi$ with respect to $\ll$, that is, the set of $\xi \in \Xi$ such that $\eta \preccurlyeq \xi$ does not hold for any $\eta \in \Xi$. Then, $\Xi_{min}$ is noncomparable and is a finite set by Lemma 3, which is proved later.

For $\xi \in A^*$, denote

$$\mathcal{P}(\xi) := \{\omega \in A^N; \xi \ll \omega \text{ does not hold}\},$$

and for $\Xi \subset A^*$, denote

$$\mathcal{P}(\Xi) := \bigcap_{\xi \in \Xi} \mathcal{P}(\xi).$$

Note that $\mathcal{P}(\Xi) = \emptyset$ if $\epsilon \in \Xi$ and $\mathcal{P}(\emptyset) = A^N$. Also, $\mathcal{P}(\Xi) = \mathcal{P}(\Xi_{min})$.

For $\zeta = \zeta_1 \zeta_2 \cdots \zeta_l \in A^*$ and $a \in A$, denote

$$a^{-1} \zeta = \begin{cases} \zeta_2 \cdots \zeta_l & \text{if } \zeta_1 = a \\ \zeta_1 \zeta_2 \cdots \zeta_l & \text{if } \zeta_1 \neq a \end{cases}, \quad a^{-1} \zeta = \begin{cases} \zeta_1 \cdots \zeta_l & \text{if } \zeta_l = a \\ \zeta_1 \cdots \zeta_l & \text{if } \zeta_l \neq a \end{cases}.$$  

For $\zeta \in A^*$ and $\xi = \xi_1 \cdots \xi_k \in A^*$, denote

$$\xi^{-1} \zeta = \xi_k^{-1} \cdots \xi_1^{-1} \zeta, \quad \zeta \xi^{-1} = \zeta \xi_k^{-1} \cdots \xi_1^{-1}.$$  

For $\Xi \subset A^*$ and $\xi \in A^*$, we denote

$$\xi^{-1} \Xi = \{\xi^{-1} \zeta; \zeta \in \Xi\}, \quad \Xi \xi^{-1} = \{\zeta \xi^{-1}; \zeta \in \Xi\}.$$  

We define the condition $(\#)$ for $\Xi \subset A^*$ as follows.

$(\#)$ There are no words $\xi, \eta \in A^*$ such that $(\xi^{-1} \Xi \eta^{-1})_{min} = A$, where each
letter in \& here is considered as a word with length 1.

We recall some fundamental results concerning uniform sets and super-stationary sets over the binary alphabet \{0,1\}.

**Theorem 1.** (T. Kamae [8]) Let \( \Omega \subset \{0,1\}^\mathbb{N} \) be a uniform set. Then, there exists an infinite subset \( N \subset \mathbb{N} \) such that \( \Omega[N] \) is a super-stationary set. Hence, all the uniform complexity functions are realized by super-stationary sets.

**Theorem 2.** (T. Kamae, H. Rao, B. Tan, Y.-M. Xue [9]) The class of super-stationary sets over the alphabet \{0,1\} other than \{0,1\}^\mathbb{N} coincides with the class of sets \( \bigcup_{\xi \in \Xi} \mathcal{P}(\xi) \) with nonempty finite sets \( \Xi \subset \{0,1\}^+ \).

**Theorem 3.** [9] The complexity function \( p_\Omega(k) \) of a super-stationary set \( \Omega \) over the alphabet \{0,1\} other than \{0,1\}^\mathbb{N} coincides with a polynomial function of \( k \) for large \( k \).

In this paper, we generalize Theorem 1 to a general alphabet. The proof for the generalization is somewhat simpler than the original proof of Theorem 1 in [8] and relies on the infinite Ramsey Theorem.

**Theorem 4.** Let \( \Omega \subset \mathbb{A}^\mathbb{N} \) be a uniform set. Then, there exists an infinite subset \( N \subset \mathbb{N} \) such that \( \Omega[N] \) is a super-stationary set. Hence, all the uniform complexity functions are realized by super-stationary sets.

For a nonempty closed set \( \Omega \subset \mathbb{A}^\mathbb{N} \), if \( \Omega[N] \) is a super-stationary set such that \( p_{\Omega[N]}(k) = p_{\Omega}^*(k) \) (\( k = 1,2,\ldots \)), then the isomorphic class ((\( \Omega[N] \))) containing \( \Omega[N] \) is called a *primitive factor* of \( \Omega \), where closed subsets \( U \) and \( V \) of \( \mathbb{A}^\mathbb{N} \) are said to be *isomorphic* if there is an isometric bijection between them (see [8]). Hence, Theorem 4 has the following corollary.

**Corollary 1.** Each uniform set \( \Omega \subset \mathbb{A}^\mathbb{N} \) has a primitive factor.

Theorem 2 does not hold for \( \# \mathbb{A} \geq 3 \) (Example 1). Instead of a union of \( \mathcal{P}(\xi) \), we have a characterization of a super-stationary set as an intersection of \( \mathcal{P}(\xi) \) satisfying the condition \((\#)\). In [9], the relation between the representations of a super-stationary set as a union and as an intersection of the sets \( \mathcal{P}(\xi) \) is discussed. (There is an error in the proof of Theorem 2 in [9], the corrected version is available at the author’s home page: [http://www14.plala.or.jp/kamae](http://www14.plala.or.jp/kamae))

**Theorem 5.** The class of super-stationary sets over \( \mathbb{A} \) coincides with the class of sets \( \mathcal{P}(\Xi) \) with \( \Xi \subset \mathbb{A}^+ \) satisfying \((\#)\). Moreover, \( \Xi \) can be taken as a noncomparable (hence, finite) set.

Theorem 3 is generalized as Theorem 8 in Section 7. We have another characterization (Theorem 6) of the super-stationary sets.
**Definition 1.** (1) The concatenation $UV$ of subsets $U$ and $V$ of $A^* \cup A^N$ is defined as

$$UV = (U \cap A^N) \cup \{uv; \ u \in U \cap A^*, \ v \in V\},$$

which is a subset of $A^* \cup A^N$.

(2) The succession $U \circ V$ of subsets $U$ and $V$ of $A^N$ is defined as

$$U \circ V = U \cup V \cup \{\xi v; \ \xi \text{ is a prefix of some } u \in U, \ v \in V\},$$

which is a subset of $A^N$.

(3) The $a$-succession $U \circ_a V$ of subsets $U$, $V$ of $A^N$ and $a \in A$ is defined as

$$U \circ_a V = U \cup V \cup \{\xi x v; \ \xi \text{ is a prefix of some } u \in U, \ x \in \{a, \epsilon\}, \ v \in V\},$$

which is a subset of $A^N$.

**Lemma 1.** The class of super-stationary sets is closed under taking the union, the succession and the $a$-succession (for any $a \in A$) between them.

For $\emptyset \neq B \subset A$, we denote $I_B = B^* \cup B^N$. For $a \in A$, we denote $\delta_a = \{a, \epsilon\}$. Denote

$$I(A) = \{I_B; \ \emptyset \neq B \subset A\} \text{ and } \delta(A) = \{\delta_a; \ a \in A\},$$

which are considered as alphabets (i.e. sets of letters) as well as the families of sets of words in the above sense. Let us denote by $\Lambda(A)$ the set of nonempty finite words $\lambda$ over the alphabet $I(A) \cup \delta(A)$ satisfying that

(1) the first and the last letters of $\lambda$ belong to $I(A)$,

(2) there are no neighboring letters of $\lambda$ both of which belong to $\delta(A)$,

(3) if $I_B$ and $I_{B'}$ are neighboring in $\lambda$, then neither $B \subset B'$ nor $B' \subset B$ hold, and

(4) if $I_B$ and $\delta_a$ are neighboring in $\lambda$, then $a \notin B$.

The above $\lambda = \lambda_1 \lambda_2 \cdots \lambda_k \in \Lambda(A)$ can be considered as a subset of $A^N$ defined by the concatenations among the sets $\lambda_1, \lambda_2, \cdots, \lambda_k$ of words in the sense of Definition 1 and collecting all the infinite words.

**Theorem 6.** The class of super-stationary sets over $A$ coincides with the class of sets which are nonempty finite unions of sets belonging to $\Lambda(A)$.

**Example 1.** Let $A = \{0, 1, 2\}$, $\Xi = \{00, 10\}$ and $\Omega = \mathcal{P}(\Xi)$. Then, $\Xi$ satisfies the condition ($#$). In fact,

$$\Omega = \{2\}^N \circ_0 \{1, 2\}^N = I_{\{2\}} \delta_0 I_{\{1, 2\}} \in \Lambda(\{0, 1, 2\}).$$
which is super-stationary. Let \( \Omega^0 = \mathcal{P}(\Xi) \) be considered over the alphabet \( \{0, 1\} \). Then, \( \Xi \) does not satisfy (#) since \( \{00, 10\}0^{-1} = \{0, 1\} \). In fact, \( \Omega^0 = \{01^\infty, 1^\infty\} \), and \( \Omega^0 \) is not super-stationary since

\[
\Omega^0[\{1, 2, \cdots \}] = \{1^\infty\} \neq \Omega^0.
\]

It follows therefore by Theorem 2 that \( \Omega^0 \) cannot be written as \( \bigcup_{\xi \in \Xi} \mathcal{P}(\xi) \) with a finite set \( \Xi \subset \{0, 1\}^+ \). If \( \Omega \) is written as \( \bigcup_{\xi \in \Xi} \mathcal{P}(\xi) \) with a finite set \( \Xi \subset \{0, 1, 2\}^+ \), then we have \( \Xi \subset \{0, 1\}^+ \) and \( \Omega^0 = \bigcup_{\xi \in \Xi} \mathcal{P}(\xi) \) over \( \{0, 1\} \), since if \( \xi \) contains 2, then \( \mathcal{P}(\xi) \supset \{0, 1\}^N \), which is a contradiction. Thus, there exists a super-stationary set other than \( \Lambda^N \) which cannot be written as \( \bigcup_{\xi \in \Xi} \mathcal{P}(\xi) \) with a finite set \( \Xi \subset \Lambda^+ \) if \( \# A \geq 3 \).

**Example 2.** Let \( \theta > 0 \) be an irrational number. Let \( \Lambda = \{0, 1, \cdots, d - 1\} \) with an integer \( d \geq 2 \) and \( 0 = a_0 < a_1 < \cdots < a_{d-1} < a_d = 1 \). Let \( f : [0, \infty) \to \Lambda \) be such that \( f(x) = i \) if \( \{x\} \in \{a_i, a_{i+1}\} \) for any \( i \in \Lambda \), where \( \{x\} \) is the fractional part of \( x \in [0, \infty) \). Let \( \Omega \subset \Lambda^N \) be the closure of the following set:

\[
\{\omega \in \Lambda^N; \text{ there exists } x \in \mathbb{R} \text{ such that } \omega(n) = f(x + n\theta) \text{ (} \forall n \in \mathbb{N})\}.
\]

Then, it is known [7] that \( p_1^0(k) = dk \) \((k = 1, 2, \cdots)\). Moreover, it is easy to see that \( \Omega \) is a uniform set if \( a_i+1 - a_i = 1/d \) \((\forall i \in \Lambda)\). The unique primitive factor of \( \Omega \) is \((\mathcal{P}(\Xi_+)))\) with

\[
\Xi_\pm = \{ij \in \Lambda^2; i \neq j \text{ and } i \pm 1 \neq j \text{ (mod } d)\} \text{ (} \pm \text{ respectively)}
\]

if \( d > 3 \), and \( \Xi_+ = \Xi_- = \{010, 101\} \) if \( d=2 \).

To prove this it is sufficient to prove that for any infinite set \( \mathcal{N} \subset \mathbb{N} \), there exists an infinite set \( \mathcal{M} \subset \mathcal{N} \) such that either \( \Omega[\mathcal{M}] = \mathcal{P}(\Xi_+) \) or \( \Omega[\mathcal{M}] = \mathcal{P}(\Xi_-) \) since \((\mathcal{P}(\Xi_+))) = ((\mathcal{P}(\Xi_-)))\). Take any infinite set \( \mathcal{N} \subset \mathbb{N} \). Then, there exists \( x_\infty \in \mathbb{R}/\mathbb{Z} \) and \( \mathcal{M} = \{M_0 < M_1 < \cdots\} \subset \mathcal{N} \) such that either

\[
x_\infty - c < M_0\theta < M_1\theta < M_2\theta < \cdots < x_\infty \text{ (mod } 1)\]

or

\[
x_\infty + c > M_0\theta > M_1\theta > M_2\theta > \cdots > x_\infty \text{ (mod } 1),\]

where \( c = \min_{i \in \Lambda}(a_{i+1} - a_i) \). In the former case, \( \omega[\mathcal{M}](m) = \omega[\mathcal{M}](n) \) or \( \omega[\mathcal{M}](m) \equiv \omega[\mathcal{M}](n) + 1 \text{ (mod } d) \) holds for any \( \omega \in \Omega \) and \( n, m \in \mathbb{N} \) with \( n < m \). Hence, \( \Omega[\mathcal{M}] = \mathcal{P}(\Xi_+) \). In the same way, we have \( \Omega[\mathcal{M}] = \mathcal{P}(\Xi_-) \) in the latter case.

**Example 3.** Let \( \Lambda = \{0, 1\} \). We consider \( \{0, 1\}^N \) as the additive group \( \mathbb{Z}_2 \) of 2-adic integers, where \( n \in \mathbb{N} \) is identified with \( e_0e_1e_2\cdots \in \{0, 1\}^\infty \) such that \( n = \sum_{i=0}^{\infty} e_i 2^i \) and \( -n - 1 \) is identified with \((1 - e_0)(1 - e_1)(1 - e_2)\cdots \in
\{0,1\}^N$. For $\alpha \in \{0,1\}^N$, define $\rho(\alpha) = \inf\{i \in \mathbb{N}; \alpha(i) = 1\}$. Note that 
\( \rho(n) = \sup\{k \in \mathbb{N}; 2^k \text{ divides } n\} \) for any $n \in \mathbb{Z} \setminus \{0\}$ and $\rho(0) = \infty$.

Let $\beta \in \{0,1\}^N$ and $B \subset \mathbb{N} \cup \{\infty\}$ be such that $\#B = \#(\mathbb{N} \setminus B) = \infty$. For $\alpha \in \{0,1\}^N$, define $\omega_\alpha \in \{0,1\}^N$ by
\[
\omega_\alpha(n) = 1 \text{ if and only if } \rho(\alpha + n - \beta) \in B \quad (\forall n \in \mathbb{N})
\]
and let
\[
\Omega = \text{ closure of } \{\omega_\alpha; \alpha \in \{0,1\}^N\} \subset \{0,1\}^N.
\]
Then, it is known [4] that $p_0(k) = 2k$ ($k = 1,2,\ldots$). Here, we’ll give an alternative proof that $\Omega$ has the unique primitive factor $((\mathcal{P}(101,110)))$ [4]. On the other hand, the rotation words over $\{0,1\}$ have the unique primitive factor $((\mathcal{P}(010,101)))$ as is shown in Example 2, which is different from $((\mathcal{P}(101,110)))$ [4].

To prove that $\Omega$ has the unique primitive factor $((\mathcal{P}(101,110)))$, it is sufficient to prove that for any $\mathcal{N} = \{N_0 < N_1 < N_2 < \cdots\} \subset \mathbb{N}$, there exists $\mathcal{M} = \{M_0 < M_1 < M_2 < \cdots\} \subset \mathcal{N}$ such that either $\Omega[\mathcal{M}] = \mathcal{P}(101,110)$ or $\Omega[\mathcal{M}] = \mathcal{P}(010,001)$ since clearly $((\mathcal{P}(101,110))) = ((\mathcal{P}(010,001)))$.

Take any $\mathcal{N} = \{N_0 < N_1 < N_2 < \cdots\} \subset \mathbb{N}$. Then, there exists a subset $\mathcal{M} = \{M_0 < M_1 < M_2 < \cdots\} \subset \mathcal{N}$ such that $M_i$ converges to an element $\gamma \in \{0,1\}^N$ in the sense of $\mathbb{Z}_2$ as $i \to \infty$. Moreover, by taking a further subsequence if necessary, we may assume that
\[0 < \rho(\gamma - M_0) < \rho(\gamma - M_1) < \rho(\gamma - M_2) < \cdots,\]
and either
\[
\rho(\gamma - M_i) \in B \quad \text{and} \quad (\rho(\gamma - M_{i-1}), \rho(\gamma - M_i)) \cap (\mathbb{N} \setminus B) \neq \emptyset \quad (\forall i \in \mathbb{N})
\]
or
\[
\rho(\gamma - M_i) \notin B \quad \text{and} \quad (\rho(\gamma - M_{i-1}), \rho(\gamma - M_i)) \cap B \neq \emptyset \quad (\forall i \in \mathbb{N}),
\]
where we put $M_{-1} = -1$.

We consider the latter case first. For $\alpha \in \{0,1\}^N$, assume that $\{\rho(\alpha + M_i - \beta); i \in \mathbb{N}\}$ does not contain $\infty$ and is unbounded. Then, for any $n \in \mathbb{N}$, there exists $i > n$ with $\rho(\alpha + M_i - \beta) > \rho(\gamma - M_n)$. Hence, we have
\[\rho(\alpha + M_n - \beta) = \rho((\alpha + M_i - \beta) + (\gamma - M_i) - (\gamma - M_n)) = \rho(\gamma - M_n) \notin B.\]
Therefore, $\omega_\alpha(M_n) = 0$ for any $n \in \mathbb{N}$ and $\omega_\alpha[\mathcal{M}] = 0^\infty$. Assume next that $\rho(\alpha + M_i - \beta) = \infty$ for some $i \in \mathbb{N}$. This holds if and only if $M_i = \beta - \alpha$. Then, for any $n \neq i$, we have
\[\rho(\alpha + M_n - \beta) = \rho((\alpha + M_i - \beta) + (\gamma - M_i) - (\gamma - M_n)) = \rho(\gamma - M_n) \notin B,\]
and hence, $\omega_i(M_n) = 0$ for any $n \neq i$. Therefore, $\omega_\alpha[M]$ may have 1 at most at one place. Finally, consider the case that $\{\rho(\alpha + M_i - \beta); \ i \in \mathbb{N}\}$ is bounded. Let $r = \max_{i \in \mathbb{N}} \rho(\alpha + M_i - \beta)$. Let $i_0$ be the smallest $i \in \mathbb{N}$ such that $\rho(\alpha + M_{i_0} - \beta) = r$. Then, for any $n \in \mathbb{N}$ with $\rho(\alpha + M_n - \beta) < r$, we have

$$\rho(\alpha + M_{i_0} - \beta) = \rho((\alpha + M_n - \beta) + (\gamma - M_n) - (\gamma - M_{i_0})) > \rho(\alpha + M_n - \beta).$$

This is possible only if

$$\rho(\alpha + M_n - \beta) = \rho(\gamma - M_{n \land i_0}) \notin B.$$

Hence, $\omega_\alpha(M_n) = 0$ for any $n \in \mathbb{N}$ with $\rho(\alpha + M_n - \beta) < r$. Therefore, if $r \notin B$, then $\omega_\alpha[M] = 0^\infty$. Hence, consider the case that $r \in B$. If there is another $i_1 > i_0$ such that $\rho(\alpha + M_{i_1} - \beta) = r$, then since

$$\rho(\alpha + M_{i_1} - \beta) = \rho((\alpha + M_{i_0} - \beta) + (M_{i_1} - M_{i_0})),
$$

we have $\rho(\gamma - M_{i_0}) = \rho(M_{i_1} - M_{i_0}) > r$. Since $\rho(M_{n} - M_{i_0}) = \rho(\gamma - M_{i_0}) > r$ for any $n > i_0$, this implies that

$$\rho(\alpha + M_{n} - \beta) = \rho((\alpha + M_{i_0} - \beta) + (M_{n} - M_{i_0})) = \rho(\alpha + M_{i_0} - \beta) = r \in B.$$

Thus, $\omega_\alpha[M] = 0^\infty$. If there is no other $i$ with $\rho(\alpha + M_i - \beta) = r$, then $\omega_\alpha = 0^010^\infty$.

Thus, we proved that $\Omega[M] \subset \mathcal{P}(101,110)$.

Conversely, take any $\omega \in \mathcal{P}(101,110)$. Then, one of the following cases holds:

$$\omega = 0^\infty, \ 0^i1^\infty (\exists i \in \mathbb{N}) \text{ or } 0^i10^\infty (\exists i \in \mathbb{N}).$$

Note that $\omega_\alpha[M] = 0^\infty$ for $\alpha = \beta - M_0 + 2^r$ with $r > \rho(\gamma - M_0)$ and $r \notin B$ since $\rho(\alpha + M_0 - \beta) = \rho(2^r) = r \notin B$ and

$$\rho(\alpha + M_{n} - \beta) = \rho((\alpha + M_{n} - \beta) + (M_{n} - M_{0})) = \rho(M_{n} - M_{0}) = \rho(\gamma - M_0) \notin B$$

for any $n > 0$. Let $\alpha = \beta - M_i + 2^r$ with $\rho(\gamma - M_{i-1}) < r < \rho(\gamma - M_i)$ and $r \in B$. Then, for any $n \geq i$, we have

$$\rho(\alpha + M_{n} - \beta) = \rho((\alpha + M_{i} - \beta) + (M_{n} - M_{i})) = \rho(\alpha + M_i - \beta) = r \in B$$

and for any $n < i$, we have

$$\rho(\alpha + M_{n} - \beta) = \rho((\alpha + M_{i} - \beta) + (M_{n} - M_{i})) = \rho(\gamma - M_n) \notin B.$$

Hence, $\omega_\alpha[M] = 0^i1^\infty$. Let $\alpha = \beta - M_i + 2^r$ with $\rho(\gamma - M_i) < r$ and $r \in B$. Then, $\rho(\alpha + M_i - \beta) = r \in B$ and for any $n \neq i$, $\rho(\alpha + M_{n} - \beta) = \rho((\alpha + M_{i} - \beta) + (M_{n} - M_{i})) = \rho(\gamma - M_{n \land i}) \notin B$.

Therefore, $\omega_\alpha[M] = 0^i10^\infty$.

Thus, $\Omega[M] = \mathcal{P}(101,110)$. In the other case, we have $\Omega[M] = \mathcal{P}(010,001)$.
2 Proof of Theorem 4

Let $\Omega \subset \mathbb{A}^n$ be a nonempty closed set. We say $\Omega$ is $k$-super-stationary $(k = 1, 2, \cdots)$ if for any $S \subset \mathbb{N}$ with $#S = k$, $\Omega[S] = \Omega[\{0, 1, \cdots, k-1\}]$ holds. For a set $W$ and $n \in \mathbb{N}$, denote by $\mathcal{F}_n(W)$ the family of subsets $S \subset W$ with $#S = n$. Then, $(\mathbb{N}, \mathcal{F}_n(\mathbb{N}))$ is the complete $n$-graph defined on the vertex set $\mathbb{N}$. Moreover, we consider it as a colored $n$-graph in the sense that $n$-edge $S \in \mathcal{F}_n(\mathbb{N})$ has a color $\Omega[S]$, where the colors are the subsets of $\mathbb{A}^n$.

By the infinite Ramsey Theorem (see [1]), there exists an infinite subset $\mathcal{N} = \{N_0 < N_1 < N_2 < \cdots\}$ of $\mathbb{N}$ such that $\mathcal{F}_n(\mathcal{N})$ is monochromatic. That is, there exists $\Xi \subset \mathbb{A}^n$ such that $\Omega[S] = \Xi$ for any $S \in \mathcal{F}_n(\mathcal{N})$. This implies that $\Omega^1 := \Omega[\mathcal{N}]$ is $n$-super-stationary, that is,

$$\Omega^1[\{0, 1, \cdots, n-1\}] = \Omega^1[S]$$

for any $S \subset \mathbb{N}$ with $#S = n$.

Take $m > n$ and apply the infinite Ramsey Theorem again for $\Omega^1$. Then, there exists an infinite subset $\mathcal{M} = \{M_0 < M_1 < M_2 < \cdots\}$ of $\mathbb{N}$ such that $\Omega^2 := \Omega^1[\mathcal{M}]$ is $m$-super-stationary. It follows that $\Omega[\mathcal{N} \circ \mathcal{M}] = \Omega^2$, where $\mathcal{N} \circ \mathcal{M} := \{N_{M_0} < N_{M_1} < N_{M_2} < \cdots\}$, and

$$\Omega^1[\{0, 1, \cdots, n-1\}] = \Omega^1[\{M_0, M_1, \cdots, M_{n-1}\}] = \Omega^2[\{0, 1, \cdots, n-1\}]$$

In the same way, for any $l > m$, there exists an infinite subset $\mathcal{L} = \{L_0 < L_1 < L_2 < \cdots\}$ of $\mathbb{N}$ such that $\Omega^3 := \Omega^2[\mathcal{L}]$ is $l$-super-stationary. It follows that

$$\Omega[\mathcal{N} \circ \mathcal{M} \circ \mathcal{L}] = \Omega^3$$

In this way, we can define a sequence $\mathcal{N}^1 \supset \mathcal{N}^2 \supset \cdots$ of infinite subsets of $\mathbb{N}$ such that $\Omega_k := \Omega[\mathcal{N}^k]$ $(k = 1, 2, \cdots)$ is $k$-super-stationary. Then, it holds that

1. $\Omega_k[\{0, 1, \cdots, k-1\}] = \Omega_k[S]$ for any $S \subset \mathbb{N}$ with $#S = k$ for any $k = 1, 2, \cdots$, and
2. $\Omega_k[\{0, 1, \cdots, k-1\}] = \Omega_l[\{0, 1, \cdots, k-1\}]$ for any $k, l = 1, 2, \cdots$ with $k < l$.

Let

$$\Theta = \bigcap_{l=1}^{\infty} \bigcup_{k=l}^{\infty} \Omega_k.$$

Then, for any infinite set $\mathcal{N} = \{N_0 < N_1 < \cdots\} \subset \mathbb{N}$ and $n, k = 1, 2, \cdots$ with $N_{n-1} < k$, we have

$$\Theta[\{N_0, N_1, \cdots, N_{n-1}\}] = \Omega_k[\{N_0, N_1, \cdots, N_{n-1}\}] = \Omega_k[\{0, 1, \cdots, n-1\}] = \Theta[\{0, 1, \cdots, n-1\}].$$
Since $\Theta$ is a compact set, it follows that $\Theta[\mathcal{N}] = \Theta$. Thus, $\Theta$ is super-stationary. Moreover, if $\Omega$ is a uniform set, then $\Omega$ and $\Theta$ have the same complexity function since $p_\Omega(k) = p_{\Theta[\mathcal{N}]}(k) = p_\Theta(k)$ ($k = 1, 2, \cdots$). Thus, we have

**Lemma 2.** Let $\Omega \subset \mathbb{A}^\mathbb{N}$ be a nonempty closed set. Then, there exists a sequence $\mathcal{N}_1 \supset \mathcal{N}_2 \supset \cdots$ of infinite subsets of $\mathbb{N}$ such that $\Omega[\mathcal{N}_k]$ is $k$-super-stationary for any $k = 1, 2, \cdots$. Moreover, 

$$\Theta := \bigcap_{l=1}^{\infty} \bigcup_{k=l}^{\infty} \Omega[\mathcal{N}_k]$$

is a super-stationary set. If $\Omega$ is a uniform set, then $\Omega$ and $\Theta$ have the same complexity function.

**Proof of Theorem 4:**

Let $\Omega \subset \mathbb{A}^\mathbb{N}$ be a uniform set. Let $\mathcal{N}_1 \supset \mathcal{N}_2 \supset \cdots$ and $\Theta$ be as in Lemma 2 for this $\Omega$. By Theorem 5 which will be proved later, there exists a finite set $\Xi \subset \mathbb{A}$ such that $\Theta = \mathcal{P}(\Xi)$. Let $k = \max_{\xi \in \Xi} |\xi|$. Since $\Omega[\mathcal{N}_k]$ is $k$-super-stationary and $\Omega[\mathcal{N}_k] \{0, 1, \cdots, k-1\} = \Theta[\{0, 1, \cdots, k-1\}]$, we have $\Omega[\mathcal{N}_k] \subset \mathcal{P}(\Xi) = \Theta$. Since $\Omega[\mathcal{N}_k]$ and $\Theta$ have the same complexity function, this implies that $\Omega[\mathcal{N}_k] = \Theta$. Thus, $\Omega[\mathcal{N}_k]$ is a super-stationary set. \hfill $\Box$

**3 Proof of Lemma 1**

Let $\Omega^1$ and $\Omega^2$ be super-stationary subsets of $\mathbb{A}^\mathbb{N}$ and $a \in \mathbb{A}$. Let $\mathcal{N} = \{N_0 < N_1 < \cdots\}$ be any infinite subset of $\mathbb{N}$.

Then, it holds that

$$(\Omega^1 \cup \Omega^2)[\mathcal{N}] = \Omega^1[\mathcal{N}] \cup \Omega^2[\mathcal{N}] = \Omega^1 \cup \Omega^2.$$

Thus, $\Omega^1 \cup \Omega^2$ is super-stationary, and the class of super-stationary sets is closed under the union.

Let $\omega \in \Omega^1 \circ \Omega^2$. If $\omega \in \Omega^1$, then $\omega[\mathcal{N}] \in \Omega^1 \subset \Omega^1 \circ \Omega^2$. Otherwise, there exist $\omega^1 \in \Omega^1$, $\omega^2 \in \Omega^2$ and $k \in \mathbb{N}$ such that $\omega = \omega^1(0) \cdots \omega^1(k-1)\omega^2$. Let $N_{n-1} \leq k-1 < N_n$ (we put $N_{-1} = -1$). Then, since $\Omega^1$ and $\Omega^2$ are super-stationary, we have

$$\omega[\mathcal{N}] = \omega^1[\{N_0, N_1, \cdots, N_{n-1}\}]\omega^2[\{N_n - k, N_{n+1} - k, \cdots\}] \in \Omega^1 \circ \Omega^2.$$ 

Thus, $(\Omega^1 \circ \Omega^2)[\mathcal{N}] \subset \Omega^1 \circ \Omega^2$.

Let us prove the opposite inclusion. Let $\omega \in \Omega^1 \circ \Omega^2$. If $\omega \in \Omega^1$, then there exists $\theta \in \Omega^1$ such that $\theta[\mathcal{N}] = \omega$. Hence, $\omega \in (\Omega^1 \circ \Omega^2)[\mathcal{N}]$. Otherwise, there exist $\omega^1 \in \Omega^1$, $\omega^2 \in \Omega^2$ and $k \in \mathbb{N}$ such that $\omega = \omega^1(0) \cdots \omega^1(k-1)\omega^2$. 
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Then, since \( \Omega^1 \) and \( \Omega^2 \) are super-stationary, there exist \( \omega^3 \in \Omega^1 \) and \( \omega^4 \in \Omega^2 \) such that
\[
\omega^3[\{N_0, N_1, \cdots, N_{k-1}\}] = \omega^4[\{0, 1, \cdots, k-1\}]
\]
and
\[
\omega^4[\{0, N_{k+1} - N_k, N_{k+2} - N_k, \cdots\}] = \omega^2.
\]
Since \( \omega = (\omega^3(0)\omega^3(1)\cdots \omega^3(N_k - 1)\omega^4)[N] \), we have \( \omega \in (\Omega^1 \circ \Omega^2)[N] \).

Thus, \( (\Omega^1 \circ \Omega^2)[N] = \Omega^1 \circ \Omega^2 \), and \( \Omega^1 \circ \Omega^2 \) is super-stationary.

The proof of the closedness under the \( a \)-succession is almost same as above and is omitted.

4 Preliminary lemmas

**Lemma 3.** For any infinite set \( \Xi \subset A^+ \), there exists an infinite increasing sequence \( \xi^1 \ll \xi^2 \ll \cdots \) of elements in \( \Xi \). Hence, if \( \Xi \subset A^+ \) is noncomparable, then \( \Xi \) is a finite set.

**Proof.** We use the induction on \( \#A \). The statement is clear if \( \#A = 1 \).

Assume that \( \#A \geq 2 \) and the statement holds for any alphabet \( \mathbb{B} \) with \( \mathbb{B} \subsetneq A \).

Take any \( \xi^1 \in \Xi \). Take any \( \xi^2 \in \Xi \) with \( \xi^1 \ll \xi^2 \) if exists. Take any \( \xi^3 \in \Xi \) with \( \xi^2 \not\ll \xi^3 \) if exists. In this way, if we can continue this process forever, we complete the proof.

If otherwise, then there exists \( \xi \in \Xi \) such that \( \xi \not\ll \eta \) doesn’t hold for any \( \eta \in \Xi \). Let \( \xi = \xi_1\xi_2\cdots \xi_k \). Then, this implies that
\[
\eta = \eta^1\xi_1\eta^2\xi_2\cdots \eta^{i-1}\xi_{i-1}\eta^i
\]
with \( i \leq k \) and \( \eta^j \in (A \setminus \{\xi_j\})^* \) (\( j = 1, 2, \cdots, i \)).

There exists \( i \) such that there exist infinitely many \( \eta \in \Xi \) decomposed as (4.1) with this \( i \). Let \( \Xi^0 \) be the set of all \( \eta \) as this. There exists \( l = 1, 2, \cdots, i \) such that the set of \( \eta^j \)'s obtained from \( \eta \in \Xi^0 \) in (4.1) is an infinite set. Without loss of generality, we assume that \( l = 1 \). Since \( \eta^1 \in (A \setminus \{\xi_1\})^* \), we can use the induction hypothesis. Hence, there exists an infinite subset \( \Xi^1 \) of \( \Xi^0 \) such that all \( \eta^1 \)'s coming from \( \Xi^1 \) are distinct and linearly ordered with respect to \( \ll \).

Consider the set of \( \eta^2 \)'s in (4.1) coming from \( \eta \in \Xi^1 \). Then, we can use the induction hypothesis and take an infinite subset \( \Xi' \subset \Xi^1 \) such that \( \eta^2 \)'s coming from \( \Xi' \) are linearly ordered. It is easy to find an infinite subset \( \Xi^2 \) of \( \Xi' \) such that all the pair \( (\eta^1, \eta^2) \)'s coming from \( \Xi^2 \) are distinct and linearly ordered with respect to the product \( \ll \times \ll \). In this way, we can find an infinite subset \( \Gamma \) of \( \Xi^0 \) such that all \( (\eta^1, \eta^2, \cdots \eta^j) \)'s coming from \( \Gamma \) are distinct and linearly ordered with respect to \( \ll \times \ll \times \cdots \times \ll \). This implies that \( \Gamma \) itself is an infinite linearly ordered set with respect to \( \ll \), which completes the proof. \( \square \)
Lemma 4. Let $\Omega \subset A^N$ be a super-stationary set. Then, there exists a noncomparable set $\Xi \subset A^+$ such that $\Omega = \mathcal{P}(\Xi)$.

Proof Since $\Omega$ is a nonempty closed set, there exists $\Gamma \subset A^+$ such that $\Omega = A^N \setminus \bigcup_{\xi \in \Gamma}(\xi)$, where

$$ (\xi) := \{\omega \in A^N; \xi \text{ is a prefix of } \omega\} $$

is the cylinder set.

Since $\Omega$ is super-stationary, if $\omega \in \Omega$, then $\xi \ll \omega$ does not hold for any $\xi \in \Gamma$. Hence, we have

$$ \Omega = A^N \setminus \bigcup_{\xi \in \Gamma}(\xi) = \mathcal{P}(\Gamma). $$

Let $\Xi = \Gamma_{\text{min}}$. Then, $\Xi$ is noncomparable and $\Omega = \mathcal{P}(\Gamma) = \mathcal{P}(\Xi)$ holds, since if $\xi \ll \eta$, then $\xi \ll \omega$ follows from $\eta \ll \omega$, and hence, $\mathcal{P}(\xi) \subset \mathcal{P}(\eta)$. \qed

Lemma 5. Let $\Omega \subset A^N$ be a super-stationary set. For $a \in A$, let $\Omega_a = \{\omega; \omega a \in \Omega\}$. Then, $\Omega_a$ is super-stationary if it is not empty and it holds that

$$ \Omega = \bigcup_{a \in A} \Omega_a = \bigcup_{a \in A} \{a\} \Omega_a. $$

Proof Let $N = \{N_0 < N_1 < N_2 < \cdots\}$ be any infinite subset of $N$. Take any $\omega \in \Omega_a$. Let $N' = \{0\} \cup (N + 1) := \{0, N_0 + 1, N_1 + 1, \cdots\}$.

Since $\omega a \in \Omega$ and $\Omega$ is super-stationary, $(a\omega)[N'] = a\omega[N] \in \Omega$. Hence, $\omega[N] \in \Omega_a$ and $\Omega_a[N] \subset \Omega_a$.

Conversely, there exists $\theta \in \Omega$ such that $\theta[N'] = a\omega$ since $a\omega \in \Omega$ and $\Omega$ is super-stationary. Let $\theta' := \theta(1)\theta(2)\cdots$. Then, $\theta' \in \Omega_a$ since $a\theta' = \theta \in \Omega$. Moreover, $\theta'[N] = \omega$. Hence, $\Omega_a[N] \supset \Omega_a$.

Thus, $\Omega_a[N] = \Omega_a$ for any $N'$, and $\Omega_a$ is super-stationary if it is not empty.

It is clear by the definition that $\Omega = \bigcup_{a \in A} \{a\} \Omega_a$. Since $\Omega$ is super-stationary and $\{a\} \Omega_a \subset \Omega$, we have $\Omega_a \subset \Omega$. Hence, $\Omega \supset \bigcup_{a \in A} \Omega_a$ holds.

Conversely, for any $\omega \in \Omega$, since $\Omega$ is super-stationary, there exists $a \in A$ such that $a\omega \in \Omega$. Therefore, $\omega \in \bigcup_{a \in A} \Omega_a$. Hence, $\Omega \subset \bigcup_{a \in A} \Omega_a$.

Thus, $\Omega = \bigcup_{a \in A} \Omega_a$, which completes the proof. \qed

Lemma 6. Let $\Omega \subset A^N$ be a super-stationary set such that $\Omega = \mathcal{P}(\Xi)$ for some $\Xi \subset A^+$. Then for any $a \in A$, $\mathcal{P}(a^{-1}\Xi) = \Omega_a$ holds, and hence, $\mathcal{P}(a^{-1}\Xi)$ is super-stationary if it is not empty.

Proof Take any $\omega \in \Omega_a$. Since both of $\omega$ and $a\omega$ belong to $\Omega$ by Lemma 5, $\omega \in \mathcal{P}(\Xi)$ and $a\omega \in \mathcal{P}(\{a\}\Xi')$ hold, where $\Xi' = \{\xi \in A^*; a\xi \in \Xi\}$. The latter condition implies that $\omega \in \mathcal{P}(\Xi')$. Therefore, we have $\omega \in \mathcal{P}(a^{-1}\Xi)$, and hence, $\Omega_a \subset \mathcal{P}(a^{-1}\Xi)$.

Conversely, let $\omega \in \mathcal{P}(a^{-1}\Xi)$. Then, it is clear that $a\omega \in \mathcal{P}(\Xi)$ by the definitions. Hence, $a\omega \in \Omega$ and $\omega \in \Omega_a$. Therefore, $\Omega_a \supset \mathcal{P}(a^{-1}\Xi)$.

Thus, $\Omega_a = \mathcal{P}(a^{-1}\Xi)$ holds. \qed
5 Proof of Theorem 5

For $\Xi \subset A^*$ and $n \in \mathbb{N}$, we denote
\[
P_n(\Xi) := \{ \eta \in A^n; \; \xi \ll \eta \text{ does not hold for any } \xi \in \Xi \}.
\]

For $\xi = \xi_1\xi_2\cdots \xi_k \in A^*$, we define its reverse $\tilde{\xi} = \xi_k \cdots \xi_2\xi_1$. Also, for $\Xi \subset A^*$, denote $\Xi = \{ \tilde{\xi}; \; \xi \in \Xi \}$.

Lemma 7. Let $\Xi \subset A^+$, $\xi \in A^n$, $\eta \in A^m$ with $n, m \in \mathbb{N}$ and $a \in A$.
(1) $\xi \in P_n(\Xi)$ if and only if $\epsilon \notin \xi^{-1}\Xi$.
(2) $\xi\eta \in P_{n+m}(\Xi)$ if and only if $\epsilon \notin \xi^{-1}\Xi\eta^{-1}$.
(3) $a \in (\xi^{-1}\Xi\eta^{-1})_{min}$ if and only if $\xi\eta \in P_{n+m}(\Xi)$ and $\xi a \notin P_{n+m+1}(\Xi)$.

Proof 1. Let $\zeta = \zeta_1\zeta_2\cdots \zeta_l \in A^l$. Then, by (4.1), $\xi \in P_n(\zeta)$ if and only if
\[
\xi = \xi_1\xi_2^2\xi_3^3\cdots \xi_{i-1}^i \zeta_i
\]
with $i \leq l$ and $\xi_j \in (A \setminus \{ \zeta_j \})^*$ ($j = 1, 2, \cdots, i$). Hence, $\xi \in P_n(\zeta)$ if and only if $\xi^{-1}\zeta = \zeta_1^1\zeta_2 \cdots \zeta_{i-1}^i \neq \epsilon$. Thus, $\xi \notin P_n(\zeta)$ if and only if $\epsilon \notin \xi^{-1}\Xi$.

(2) The statement that $\epsilon \notin \xi^{-1}\Xi\eta^{-1}$ is equivalent to $\xi \notin P_n(\Xi\eta^{-1})$ by (1). Hence, it is equivalent to $\xi \notin P_n(\overline{\eta^{-1}}\Xi)$. By (1), this is equivalent to $\epsilon \notin \overline{\eta^{-1}}\Xi\eta^{-1} = (\overline{\eta\zeta})^{-1}\Xi$, which is equivalent to $\overline{\eta\zeta} \notin P_{n+m}(\Xi)$ again by (1). Thus, $\epsilon \notin \xi^{-1}\Xi\eta^{-1}$ if and only if $\xi \notin P_{n+m}(\Xi)$.

(3) Assume that $a \in (\xi^{-1}\Xi\eta^{-1})_{min}$. Since $\epsilon \notin \xi^{-1}\Xi\eta^{-1}$, $\xi \eta \notin P_{n+m}(\Xi)$ by (2). Since $a \in \xi^{-1}\Xi\eta^{-1}$, $a \notin P_1(\xi^{-1}\Xi\eta^{-1})$. Hence by (1), $\epsilon \in a^{-1}\xi^{-1}\Xi\eta^{-1} = (\xi a)^{-1}\Xi\eta^{-1}$. Therefore by (2), $\xi a \eta \notin P_{n+m+1}(\Xi)$.

Conversely, assume that $a \notin (\xi^{-1}\Xi\eta^{-1})_{min}$. Then, either $\epsilon \in \xi^{-1}\Xi\eta^{-1}$ or both $a$ and $\epsilon$ are not in $\xi^{-1}\Xi\eta^{-1}$. In the former case, we have $\xi \eta \notin P_{n+m}(\Xi)$ by (2). In the latter case, we have $a \in P_1(\xi^{-1}\Xi\eta^{-1})$. Hence, $\epsilon \notin a^{-1}\xi^{-1}\Xi\eta^{-1} = (\xi a)^{-1}\Xi\eta^{-1}$ by (1). Therefore, $\xi a \eta \notin P_{n+m+1}(\Xi)$ by (2), which completes the proof. □

Lemma 8. Let $\Xi \subset A^+$ satisfies the condition (#). Then, for any $\eta \in P_n(\Xi)$ with an arbitrary $n \in \mathbb{N}$, there exists $\omega \in P(\Xi)$ such that $\eta$ is a prefix of $\omega$. In particular, $P(\Xi) \neq \emptyset$.

Proof Take any $\eta \in P_n(\Xi)$. Then, $\epsilon \notin \eta^{-1}\Xi$ holds by Lemma 7. Since $\Xi$ satisfies (#), there exists $a \in A$ such that $a \notin \eta^{-1}\Xi$. Together with $\epsilon \notin \eta^{-1}\Xi$, this implies that $a \in P_1(\eta^{-1}\Xi)$. Then, by Lemma 7, $\epsilon \notin a^{-1}\eta^{-1}\Xi$ follows, and again by Lemma 7, $\eta^i : = \eta a \in P_{n+i}(\Xi)$ follows. In this way, we can define $\eta^i \in P_{n+i}(\Xi)$ ($i = 1, 2, \cdots$) so that $\eta^i$ is a prefix of $\eta^i$, where we put $\eta^0 = \eta$. Then, $\omega \in A^N$ is determined so that each $\eta^i$ is a prefix of $\omega$ ($i = 0, 1, 2, \cdots$). Thus, $\omega \in P(\Xi)$ and $\eta$ is a prefix of $\omega$.

Let $\eta = \epsilon$ in the above. Since $\epsilon \notin \Xi$, $\epsilon \in P_0(\Xi)$ holds. Hence, there exists $\omega \in P(\Xi)$ and $P(\Xi) \neq \emptyset$. □
Lemma 9. Let $\Xi \subset A^+$ satisfies the condition (\#). Then, $\mathcal{P}(\Xi)$ is a super-stationary set.

Proof By Lemma 8, $\mathcal{P}(\Xi)$ is not empty. It is clearly closed. It is also clear that for any infinite subset $\mathcal{N}$ of $\mathbb{N}$, $\mathcal{P}(\Xi)[\mathcal{N}] \subset \mathcal{P}(\Xi)$. Therefore, it is sufficient to prove that $\mathcal{P}(\Xi)[\mathcal{N}] \supset \mathcal{P}(\Xi)$, that is, for any $\omega \in \mathcal{P}(\Xi)$, there exists $\omega' \in \mathcal{P}(\Xi)$ such that $\omega'[\mathcal{N}] = \omega$. In another word, any $\omega \in \mathcal{P}(\Xi)$ situated at the places of $\mathcal{N}$ can be extended to an element in $\mathcal{P}(\Xi)$. We extend $\omega$ step by step. In fact, we’ll prove that for any $\omega \in \mathcal{P}(\Xi)$ and $n \in \mathbb{N}$, there exists $a \in A$ such that

$$
\omega(0)\omega(1)\cdots \omega(n-1)\omega(n+1)\cdots \in \mathcal{P}(\Xi).
$$

(5.1)

If we prove this, then we can repeat this process to get $\omega' \in \mathcal{P}(\Xi)$ such that $\omega'\{\mathcal{N}_0, \mathcal{N}_1, \cdots, \mathcal{N}_k, \mathcal{N}_k + 1, \mathcal{N}_k + 2, \cdots\} = \omega$.

The required result follows from the compactness of $\mathcal{P}(\Xi)$ by letting $k \to \infty$.

Let us prove (5.1). Take large $N > n$. Let $\xi = \omega(0)\omega(1)\cdots \omega(n-1)$ and $\eta = \omega(n)\omega(n+1)\cdots \omega(N-1)$. Since $\Xi$ satisfies the condition (\#), there exists $a \in A$ such that $a \not\in (\xi^{-1}\Xi\eta^{-1})_{\min}$. Then by Lemma 7, $\xi a \eta \in \mathcal{P}_{N+1}(\Xi)$ since $\xi \eta \in \mathcal{P}_N(\Xi)$. Thus, we have

$$
\xi a \eta = \omega(0)\omega(1)\cdots \omega(n-1)\omega(n+1)\cdots \omega(N-1) \in \mathcal{P}_{N+1}(\Xi)
$$

Letting $N \to \infty$, we have (5.1) for some $a \in A$.

To complete the proof of Theorem 5, by Lemma 4 and 9, it is sufficient to prove that if $\mathcal{P}(\Xi)$ is a super-stationary set for some noncomparable set $\Xi \subset A^+$, then there exists a noncomparable set $\Xi_\infty \subset A^+$ satisfying the condition (\#) such that $\mathcal{P}(\Xi_\infty) = \mathcal{P}(\Xi)$.

Starting from $\Xi_0 := \Xi$, we define $\Xi_i$ ($i = 0, 1, 2, \cdots$) inductively as follows:

$$
\Xi_{i+1} = (\Xi_i \cup \{\xi \eta; (\xi^{-1}\Xi\eta^{-1})_{\min} = A\})_{\min}.
$$

Then, the following lemma is clear that

Lemma 10. For any $i < j$ and $\xi \in \Xi_i$, there exists $\eta \in \Xi_j$ such that $\eta \ll \xi$.

Lemma 11. If $\Xi_k = \Xi_{k+1}$, then $\Xi_k$ satisfies the condition (\#).

Proof Assume that there exists a pair $(\xi, \eta)$ such that $(\xi^{-1}\Xi_k\eta^{-1})_{\min} = A$. Then, by Lemma 7, $\xi \eta \in \mathcal{P}_{|\xi|+|\eta|}(\Xi_k)$. This implies that $\zeta \ll \xi \eta$ does not hold for any $\zeta \in \Xi_k$. On the other hand, there exists $\zeta \in \Xi_{k+1}$ such that $\zeta \ll \xi \eta$ by the above definition. Hence, $\Xi_k \neq \Xi_{k+1}$.

Lemma 12. $\mathcal{P}(\Xi_0) = \mathcal{P}(\Xi_1) = \mathcal{P}(\Xi_2) = \cdots$
Suppose that there exist \((\xi, \eta)\) with \((\xi^{-1}\Xi_0\eta^{-1})_{\text{min}} = \Lambda\) and \(\omega \in \mathcal{P}(\Xi_0)\) such that \(\xi\eta \ll \omega\). Since \(\mathcal{P}(\Xi_0)\) is a super-stationary set, there exists \(\omega' \in \mathcal{P}(\Xi_0)\) such that \(\xi\eta \ll \omega'\) for some \(a \in \Lambda\). This is a contradiction since \(\xi\eta \not\in \mathcal{P}_{|\xi|+|\eta|+1}(\Xi_0)\) by Lemma 7. Thus, \(\xi\eta \ll \omega\) does not hold for any \(\xi, \eta\) with \((\xi^{-1}\Xi_0\eta^{-1})_{\text{min}} = \Lambda\) and \(\omega \in \mathcal{P}(\Xi_0)\). This implies that

\[
\mathcal{P}(\Xi_0) = \mathcal{P}(\Xi_0 \cup \{\xi\eta; (\xi^{-1}\Xi_0\eta^{-1})_{\text{min}} = \Lambda\}) = \mathcal{P}(\Xi_1).
\]

In the same way, we have \(\mathcal{P}(\Xi_0) = \mathcal{P}(\Xi_1) = \mathcal{P}(\Xi_2) = \cdots\). \(\square\)

**Lemma 13.** \(\bigcup_{i=0}^{\infty} \Xi_i\) is a finite set.

**Proof** Suppose that \(\bigcup_{i=0}^{\infty} \Xi_i\) is an infinite set. Since each \(\Xi_i\) is a finite set, there exist \(\xi \in \Xi_i\) and \(\eta \in \Xi_j\) with \(i < j\) such that \(\xi \not\ll \eta\) by Lemma 3. Since there is \(\zeta \in \Xi_j\) such that \(\zeta \ll \xi\), we have \(\zeta \not\ll \eta\), which contradicts the fact that \(\Xi_j\) is noncomparable. \(\square\)

Let \(\Xi_i = \{\xi \in \bigcup_{j=0}^{\infty} \Xi_j; \eta \ll \xi \text{ for some } \eta \in \Xi_i\}\) \((i = 0, 1, 2, \cdots)\). Then, we have \(\mathcal{P}(\Xi_i) = \mathcal{P}(\Xi_i')\) and \(\Xi_i' \subset \Xi_i' \subset \cdots\). Since \(\bigcup_{i=0}^{\infty} \Xi_i\) is a finite set, there exists \(k\) such that \(\Xi_k = \Xi_{k+1}\). Therefore, \(\Xi_k = \Xi_{k+1}\). Hence, \(\Xi_k\) satisfies the condition (\#) by Lemma 11. Together with \(\mathcal{P}(\Xi_k) = \mathcal{P}(\Xi_0)\), \(\Xi_\infty := \Xi_k\) has the desired property.

**6 Proof of Theorem 6**

Let \(\lambda = \lambda_1\lambda_2 \cdots \lambda_k \in \Lambda(\Lambda)\) be considered as a subset of \(\Lambda^N\) in the sense of the concatenations (Definition 1) among the sets \(\lambda_i\). Since it is obtained starting from super-stationary sets \(B^N\) with \(\emptyset \neq B \subset \Lambda\) by applying the operations of succession or \(a\)-succession \((a \in \Lambda)\) finite number of times, it is super-stationary by Lemma 1. The finite union of them is also super-stationary by Lemma 1.

Now, we prove the opposite implication. Let \(\Omega \subset \Lambda^N\) be a super-stationary set. By Lemma 4, there exists a noncomparable set \(\Xi \subset \Lambda^+\) such that \(\Omega = \mathcal{P}(\Xi)\). Moreover, \(\Xi\) is a finite set by Lemma 3.

We use the induction on \(\sum_{\xi \in \Xi} |\xi|\) to prove that

**Claim:** If \(\mathcal{P}(\Xi)\) is super-stationary, then there exist \(j \geq 1\) and \(\lambda^i \in \Lambda(\Lambda)\) \((i = 1, 2, \cdots, j)\) such that \(\mathcal{P}(\Xi) = \bigcup_{i=1}^{j} \lambda^i\).

If \(\sum_{\xi \in \Xi} |\xi| = 0\), then \(\Xi = \emptyset\) and \(\mathcal{P}(\Xi) = \Lambda^N\). Therefore, our Claim holds since \(\mathcal{P}(\Xi) = I_\Lambda \in \Lambda(\Lambda)\). Assume that \(\sum_{\xi \in \Xi} |\xi| \geq 1\) and our Claim holds for the case of smaller \(\sum_{\xi \in \Xi} |\xi|\).

If \(a^{-1}\Xi \neq \Xi\) for some \(a \in \Lambda\), then we have either \(e \in a^{-1}\Xi\) or \(a^{-1}\Xi \subset \Lambda^+\) with \(\sum_{\xi \in a^{-1}\Xi} |\xi| < \sum_{\xi \in \Xi} |\xi|\). Hence, either \(\mathcal{P}(a^{-1}\Xi) = \emptyset\) or \(\mathcal{P}(a^{-1}\Xi)\) can be written as a finite union of sets of the form \(\lambda \in \Lambda(\Lambda)\) by the induction hypothesis and Lemma 6.
Case 1: \(a^{-1}\Xi \neq \Xi\) for all \(a \in A\).

In this case, we have

\[
\Omega = \bigcup_{a \in A} \Omega_a = \bigcup_{a \in A} \mathcal{P}(a^{-1}\Xi)
\]

by Lemma 5 and Lemma 6. Moreover, each \(\mathcal{P}(a^{-1}\Xi)\) is empty or a finite union of sets in \(\Lambda(A)\) by the induction hypothesis. Hence, \(\Omega\) is a finite union of sets in \(\Lambda(A)\).

Case 2: \(B := \{a \in A; a^{-1}\Xi = \Xi\} \neq \emptyset\).

In this case, \(a\) is not a prefix of \(\xi\) for any \(a \in B\) and \(\xi \in \Xi\). Hence, \(\omega \in A^\omega\) belongs to \(\mathcal{P}(\Xi)\) if and only if \(\omega \in B^\omega\) or \(\omega = \eta \omega'\) with \(\eta \in B^*\) and \(\omega' \in \mathcal{P}(a^{-1}\Xi)\) for some \(a \in A \setminus B\). Hence, we have

\[
\Omega = B^\omega \cup \left( B^* \bigcup_{a \in A \setminus B} \{\alpha\} \mathcal{P}(a^{-1}\Xi) \right).
\]

By the induction hypothesis, each \(\mathcal{P}(a^{-1}\Xi)\) in the above is empty or a finite union of sets in \(\Lambda(A)\). Let \(\lambda \in \Lambda(A)\) be one component in the union representing \(\mathcal{P}(a^{-1}\Xi)\). Then, \(B^*\{a\}\lambda\) becomes one component in the union representing \(\Omega\). Since \(\Omega\) is super-stationary, \(B^*\{a, \epsilon\}\lambda\) is also contained in \(\Omega\). Thus, by replacing \(B^*\{a\}\lambda\) by \(I_B\delta_\alpha\lambda\), we can represent \(\Omega\) as a finite union of sets in \(\Lambda(A)\).

Thus, we complete the proof of Theorem 6.

7 Formula for the uniform complexity

Theorem 7. Let \(\Omega \subset A^\omega\) be a super-stationary set such that \(\Omega = \mathcal{P}(\Xi)\) with \(\Xi \subset A^+\) satisfying the condition (\#). Then, \(p_\Omega(k) = \#P_k(\Xi)\) \((k = 1, 2, \cdots)\).

Proof By Lemma 8, the set of \(\xi \in A^k\) such that \(\xi\) is a prefix of some word in \(\mathcal{P}(\Xi)\) coincides with \(P_k(\Xi)\), which implies our theorem. \(\Box\)

For \(\Xi \subset A^*\) satisfying the condition (\#), we denote \(p(\Xi)\) the function \(N \to N\) such that

\[
p(\Xi)(k) = \#P_k(\Xi),
\]

where note that \(p(\Xi)(0) = 1\) if \(\epsilon \notin \Xi\) and \(p(\Xi)(k) = 0\) \((k = 0, 1, 2, \cdots)\) if \(\epsilon \in \Xi\). For \(r = 1, 2, \cdots\), we denote \(\tau(r)\) the function \(N \to N\) such that

\[
\tau(r)(k) = r^k.
\]

For a function \(u : N \to N\), we define a function \(Su : N \to N\) by

\[
(Su)(k) = \begin{cases} u(k - 1) & (k \geq 1) \\ 1 & (k = 0) \end{cases}
\]
The convolution \( u \otimes v \) between functions \( u, v : \mathbb{N} \to \mathbb{N} \) is defined as
\[
(u \otimes v)(k) = \sum_{l=0}^{k} u(l)v(k-l) \quad (k = 0, 1, 2, \cdots).
\]

**Theorem 8.** (1) For \( \Xi \subset \mathbb{A}^+ \) satisfying the condition \((\#)\), we have
\[
p(\Xi) = \tau(\#\mathbb{A} - \#\Xi_{\text{pre}}) \otimes S \left( \sum_{a \in \Xi_{\text{pre}}} p(a^{-1}\Xi) \right),
\]
where \( \Xi_{\text{pre}} := \{ a \in \mathbb{A}; a \text{ is a prefix of some } \xi \in \Xi \} \) and \( \tau(0)(k) = 1_{k=0} \).

(2) The class of uniform complexity functions over \( \mathbb{A} \) is included in the minimal class of functions containing all \( \tau(r) \) with \( r = 1, 2, \cdots, \#\mathbb{A} \), closed under the operations of \( S \), convolution and summation.

(3) Any uniform complexity function \( p_\Omega(k) \) over \( \mathbb{A} \) with \( \#\mathbb{A} = d \) satisfies either \( p_\Omega(k) = d^k \) \((\forall k \in \mathbb{N})\) or there exist polynomials \( R_r (r = 1, 2, \cdots, d - 1) \) with rational coefficient such that \( p_\Omega(k) = \sum_{r=1}^{d-1} R_r (k) r^k \) holds for any sufficiently large \( k \).

**Proof** (1) Since
\[
P_{k+1}(\Xi) = \bigcup_{a \in \mathbb{A}} \{ a \} P_k(a^{-1}\Xi) = \bigcup_{a \in \Xi_{\text{pre}}} \{ a \} P_k(a^{-1}\Xi) \cup \bigcup_{a \in \mathbb{A} \setminus \Xi_{\text{pre}}} \{ a \} P_k(\Xi)
\]
holds for any \( k \in \mathbb{N} \) with disjoint unions, we have
\[
p(\Xi)(k+1) = \sum_{a \in \Xi_{\text{pre}}} p(a^{-1}\Xi)(k) + rp(\Xi)(k),
\]
where we put \( r = \#\mathbb{A} - \#\Xi_{\text{pre}} \). Hence, we have
\[
p(\Xi)(k+1) = \sum_{l=0}^{k} r^l \sum_{a \in \Xi_{\text{pre}}} p(a^{-1}\Xi)(k-l) + r^{k+1}p(\Xi)(0).
\]
Since \( p(\Xi)(0) = 1 \), we have
\[
p(\Xi)(k+1) = \left( \tau(r) \otimes S \left( \sum_{a \in \Xi_{\text{pre}}} p(a^{-1}\Xi) \right) \right)(k+1)
\]
for \( k \in \mathbb{N} \). Moreover, \( p(\Xi)(0) = 1 = \tau(r)(0) \cdot 1 \), we have the formula.

(2) By Theorem 4 and 5, any uniform complexity function is written as \( p(\Xi) \) with a finite set \( \Xi \subset \mathbb{A}^+ \) satisfying the condition \((\#)\). By applying the formula in (1) repeatedly, we arrive at either \( p(a^{-1}\Xi) = \tau(j) \) where
a^{-1}\Xi \subset A with \#a^{-1}\Xi = d - j \leq d - 1 by the condition (\#) or \(p(a^{-1}\Xi) \equiv 0\) where \(\epsilon \in a^{-1}\Xi\). Thus, we have (2).

(3) If \(p_\Omega(k) = d^k \ (\forall k \in \mathbb{N})\) does not hold, then \(\Omega = p(\Xi)\) holds with \(\emptyset \neq \Xi \subset A^+\). Therefore, \(r = \#A - \#\Xi_{pre} \leq d - 1\). Moreover, in each step applying the formula in (1), we have the same situation, hence in (2), we can represent \(p_\Omega\) without using the function \(\tau(d)\). Therefore, \(p_\Omega\) is in the minimal class of functions \(\mathbb{N} \rightarrow \mathbb{N}\) containing all \(\tau(r)\) with \(r = 1, 2, \ldots, d - 1\), closed under the operations of \(S\), convolution and summation. On the other hand, the class of functions \(p\) such that \(p(k) = \sum_{r=1}^{d-1} R_r(k) r^k\) holds for any sufficiently large \(k\), where \(R_r\) are polynomials with rational coefficient, contains all \(\tau(r)\) with \(r = 1, 2, \ldots, d - 1\) and satisfies the same closedness property as above. Thus, \(p_\Omega\) is in this class.

**Example 4.** Let \(A = \{0, 1, 2\}\) and \(\Xi = \{12, 100\}\), which satisfies the condition (\#). Then by Theorem 8, we have

\[
p(\Xi) = \tau(2) \otimes S(p(2, 00))
p(2, 00) = \tau(1) \otimes S(p(\epsilon, 00) + p(2, 0))
p(2, 0) = \tau(1) \otimes S(p(\epsilon, 0) + p(2, \epsilon))
p(\epsilon, 00) = p(\epsilon, 0) = p(2, \epsilon) = 0^\infty.
\]

Hence, \(p(2, 0)(k) = \tau(1)(k) = 1\) and \(p(2, 00)(k) = \sum_{i=0}^{k} 1 = k + 1\) for \(k = 0, 1, 2, \ldots\). Hence,

\[
p(\Xi)(k) = \sum_{l=0}^{k-1} 2^l (k - l) + 2^k = 3 \cdot 2^k - k - 2 \quad (k = 0, 1, 2, \ldots)
\]

**Example 5.** Let \(A = \{0, 1, 2\}\) and \(\Xi = \{10, 21\}\), which satisfies the condition (\#). Since

\[
p(1^{-1}\Xi)(k) = p(\{0, 21\})(k)
= \sum_{l=0}^{k-1} 1^l p(\{0, 1\})(k - l - 1) + 1^k
= \sum_{l=0}^{k-1} 1 + 1 = k + 1
\]

and

\[
p(2^{-1}\Xi)(k) = p(\{10, 1\})(k) = p(\{1\})(k) = 2^k,
\]

we have

\[
p(\Xi)(k) = \sum_{l=0}^{k-1} 1^l (p(1^{-1}\Xi)(k - l - 1) + p(2^{-1}\Xi)(k - l - 1)) + 1^k
= \sum_{l=0}^{k-1} (k - l + 2^{k-l-1}) + 1 = 2^k + \frac{k(k + 1)}{2}
\]
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by Theorem 8 for $k = 0, 1, 2, \cdots$.

8 Philosophical remark

Let $\Omega \subset A^N$ be super-stationary. Then, it is stationary in the sense that $T\Omega = \Omega \setminus \{1, 2, \cdots\} = \Omega$, where $T$ is the shift. Stationarity implies that we have the same observations whenever we start to observe. That is, they are invariant under time lag. Super-stationarity is much stronger. We have the same observations whenever we choose the observation points, provided that they keep the time order. Therefore, super-stationary sets represent phenomena which do not depend on time scaling but are sensitive only to the time order. They capture the essence once we lose quantitative sense of time. In another word, they suggest what remain meaningful after losing quantitative sense of time. Our Theorem 6 shows that they consist of several stages of two kinds, either eternal eras like $B^\infty \cup B^*$ that can continue forever or temporary epochs like $\delta_a$ that can appear but disappear at once. The temporary epochs do not occur at the beginning nor are they consecutive. After a finite number of stages, they become stable and finish with some really eternal era $B^\infty$ (without $B^*$ part). Moreover, by Theorem 5, these phenomena are also characterized by events prohibited from occurring in time order. These sets of taboos are consistent in the sense that they satisfy our condition ($\#$).
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